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Context

Desired feature extraction properties for image classification:

51 retain discriminant image components (class separation);

51 reduce intra-class variability.

Key property: stability w.r.t. input transformations.

Oscillating patterns very often observed in CNN kernels.

Fig. 1: AlexNet’s first layer after training with ImageNet. Left: spatial domain. Right: Fourier domain.

Are CNN First Layers Shift-Invariant?

Objectives

1. Theoretical study: establish a measure of shift invariance for max pooling
output feature maps.

2. Experimental study: improve model stability by using the tools introduced
in the theoretical study.

Related work

51 Preliminary result sketched by Waldspurger in the continuous case [Wal15].
Does this extend to discrete subsampled convolutions?

51 Invariance study done by Wiatowski and Bölcskei [WB18], in the continuous
framework. What about aliasing? What about max pooling?

51 Antialiasing methods based on low-pass filtering [Zha19; Zou+20] led to
improved accuracy, despite a loss of information. Possibility to design
an antialiasing method preserving high-frequency information?

1a. Theoretical results

Operator in “standard” CNNs: RMax Proxy operator: CMod

Rm : X 7! ((X ? V) # m) C2m : X 7! |(X ?W) # (2m)|

RmX[n] := maxkkk
1
1 Y[2n + k], with C2mX[n] := |Z[n]| , with

Y[n] := (X ? V) [mn]. Z[n] := (X ?W) [2mn].

The complex filter W is obtained by computing the 2D Hilbert transform
[HHB97] of the trained weight V, i.e., W := V + iH(V).

Theorem 1 (Stability of CMod). If bW is su�ciently localized, then
C2m

�
TqX

�
⇡ C2mX, where Tq denotes a translation operator with q 2 R2.

Theorem 2 (Similarity between RMax and CMod). If bW is su�ciently local-
ized, then kRmX� C2mXk2 remains small, except for some pathologi-
cal frequencies.

Corollary (Stability of RMax).The shift invariance of RMax depends on
the characteristic frequency of W, as well as its Fourier resolution.

1b. Shift invariance of max pooling outputs

Experiments conducted 50K images from ImageNet (224⇥224 pixels), decom-
posed acc. to the dual-tree wavelet packet transform (DT-CWPT) [BS08]
with J levels of decomposition, s.t. m = 2J�1 (subsampling factor in RMax).

Fig. 5: Mean discrepancy between RMax and CMod outputs.

Fig. 6: Shift stability of RMax outputs.

Each filter is represented as a pixel localized around its charact. frequency.

2a. Design of wavelet-based twin CNNs

51 Antialiasing principle based on Theorems 1 and 2: replace RMax
by CMod in existing CNN architectures.

55 Only for high-frequency filters with well-defined orientations un-
predictable in standard CNNs.

2b. Evaluation scores

Fig. 9: Evaluation scores on ImageNet

Fig. 10: Evaluation scores on CIFAR-10

2c. Training and evaluation curves

Fig. 11: Top-1 validation error on ImageNet, AlexNet-based models.

Fig. 12: Shift invariance of AlexNet-base models
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